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➢ Data imbalance in tracking

➢ Noisy samples with misalignment, missing part, occlusion

➢ Cost-sensitive loss function for tracking
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➢ Spatial-temporal attention networks for data association

Approach Experiments

Motivations

➢ Visualization of spatial and temporal attention

➢ Performance on the MOT benchmark datasets
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Conclusions

• Introduce a cost-sensitive tracking loss for single object tracking.
• Propose a spatial attention network which generates dual attention

maps to focus on matching regions between the paired images.
• Design a temporal attention network to adaptively allocate different

degrees of attention to different observations in the trajectory.
• Achieve favorable performance against the state-of-the-art online

and offline MOT methods in terms of identity-preserving metrics.

https://github.com/jizhu1023/DMAN_MOT


